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Abstract: All over social media and internet platforms, Roman Urdu content is extremely casual, inconsistent, and
linguistically diversified, which makes it hard to interpret through conventional Natural Language Processing (NLP)
techniques. This paper proposes a strong topic-classification framework for Roman Urdu, integrating Stochastic
Gradient Descent (SGD)-optimized machine learning, dictionary-assisted stemming, and custom lexical normalization
in order to overcome those challenges. The method consists of structured preprocessing, reduction of repeated letters,
rule-based normalization, extraction of TF-IDF features, and the evaluation of a few classifiers including Logistic
Regression (LR), Support Vector Machine (SVM), Naive Bayes (NB), Decision Tree (DT), K-Nearest Neighbors
(KNN), along with the proposed model of SGD. The proposed classifier outperformed all the baseline models with
an accuracy of 95%, according to the experimental results on the four-class dataset comprised of Politics, Sports,
Education, and Religion. The results depict the importance of stemming and normalization to improve feature quality
and reduce orthographic variability in low-resource languages. All things considered, this study provides a repeatable
and efficient pipeline for Roman Urdu subject classification and thus lays a concrete foundation for further Roman
Urdu NLP research.
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1. INTRODUCTION growth in online contents, especially social media
contents. In South Asia, Roman Urdu which is a

Topic classification wusing Natural Language  form of Urdu written in Latin script is frequently

Processing (NLP) is a major application, where
machines classify texts into predefined categories.
Topic classification refers to classifying a document
into predefined topics such as social media, news,
or reviews. Efficient topic classification systems for
multiple languages are becoming more important
with the rapid increase in online contents,
especially social media contents. Large Language
Models [1] or deep learning models for specialized
domains [2] are some of the recent advancements
that were taken into consideration. Efficient topic
classification systems for multiple languages are
becoming increasingly important with the rapid

practiced. Roman Urdu undergoes an informal
language with limited resources, regardless of its
increasing popularity, which leads to substantial
challenges for automated text classification [3].
By formulating a high accuracy topic classification
system particularly for Roman Urdu, integrating its
lexical variation and morphological irregularities,
this study aims to address these shortcomings.
Roman Urdu is used in a significant portion of South
Asian discussion forums because Urdu is one of the
languages that are most frequently used in the world
[4]. Roman Urdu’s lack of standard orthographic
structures and a more informal atmosphere of social
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media have contributed to the growing number of
non-standard spellings, which makes automated
text categorization far more challenging [5, 6]. For
that reason, it is vital to build such tools that can
arrange and classify this massive amount of user-
generated content for improved information access
and interpretation.

Roman Urdu has received little attention
in recent studies, which mainly focused on text
classification for high resource languages like
English. Techniques using deep learning for text
classification have been previously investigated by
Minaee et al. [7]. These techniques perform well
in settings where resources are abundant, but they
show limitations when applied to languages with
limited resources such as Roman Urdu. In this
regard, Gasparetto et al. [8] studied algorithms for
text categorization and also demonstrated how hard
it can be to apply these approaches to unstructured
and informal texts such as Roman Urdu. While
TF-IDF (Term Frequency-Inverse Document
Frequency) is an established feature extraction
method [9], it has yet to be studied extensively on
Roman Urdu due to the presence of nonstandard
spelling and irregular forms in the language
that render such methods very difficult to apply.
Similarly, Hussain et al. [10] carried out a detailed
study on Roman Urdu sentiment detection but did
not present any preprocessing mechanism, which is
considered crucial in topic classification. Similarly,
the study carried out by Arshad ef al. [11] on the
recognition of emotions in Roman Urdu text failed
to consider the specific preprocessing requirements
of the language.

Although, Pakray et al. [12] focused on
low resource language processing, issues related
to Roman Urdu were not sufficiently focused
on, where its informal expressions and spelling
irregularities make classification a highly
challenging job. As far as stemming is concerned,
although it has been well studied for languages like
English, it does not suffice to handle Roman Urdu,
and an efficient stemmer for Roman Urdu remains
missing. Adimulam et al. [13] focused on transfer
learning in languages with very minimal resources.
However, the unique morphological constraints
pertaining to Roman Urdu were not clearly explored
in this work. Avetisyan and Broneske [14] made an
effort to review low resource languages but did not
provide any customized solution for Roman Urdu,

which further gives weight to the importance of
effective preprocessing. Similarly, Ogtnremi et
al. [15], while discussing decolonizing NLP for
low resource languages, did not explore those very
unique complexities existing in Roman Urdu text.

While the studies of Sandu et al. [16] and Chen
et al. [17] focused on text extraction techniques
for social media, they did not cater specifically to
Roman Urdu but rather focused their approach on
strongly resourced languages. Ghafoor et al. [18]
studied multilingual text processing, but again,
their work did not cover methods that could cater
to the rich lexical features of Roman Urdu. Even
though TF-IDF is a widespread feature extraction
technique, it needs further tuning to deal with
informal writing patterns of Roman Urdu. Kumar
et al. [19] assessed deep learning for hyperspectral
image classification, failing to assess the challenge
of text classification for low-resourced languages
like Roman Urdu. Additionally, Faheem et al. [20]
investigated part of speech tagging for Roman Urdu
but did not expand their work to topic classification
and Hussain et al. [10] addressed the challenges
of emotion recognition in Roman Urdu; however,
their work did not discuss topic categorization,
which considers a broader perspective of Roman
Urdu textual characteristics.

Roman Urdu text categorization has drawn
more interest, especially in view of complications
linked with the detection of sentiment and
emotions. The work of Ilyas et al. [21] identified
the recognition of emotions in code mixed Roman
Urdu-English text, their research has avoided
specific challenges that arise when dealing with
pure Roman Urdu text, such as the irregular spelling
and lack of standardization of the language.

In the same direction, Chandio et al. [22]
have proposed an attention-driven Residual Unit—
Bidirectional LSTM (RU-BiLSTM) framework for
sentiment analysis targeting Roman Urdu, but they
failed to take into account carefully the difficulty of
the topic classification, opening a way to deal with
a greater variety of textual structures. Nabeel et al.
[23] used machine learning (ML) models to classify
emotions in Roman Urdu posts but the struggles
of classifying topics within this language context
were not taken into account by them. Khan et al.
[24] worked on the sentiment analysis for Roman
Urdu from a multilingual point of view, they
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predominantly focused on emotion identification,
leaving a gap in the establishment of broader
topic classification systems. More generalized
issue of topic categorization, which has not yet
explored, was also ignored by Rana et al. [25], who
contributed in the area of Roman Urdu language
by offering an unsupervised method for analysis of
sentiments on social media short text classification.

Tejaswini et al. [26] examined social media
text interpretation using NLP methods and hybrid
deep learning models for detecting depression, and
the work of Lavanya and Sasikala [27] explored
text classification in social healthcare settings using
NLP and deep learning, both of these studies mainly
relied on sentiment analysis and did not address the
specific challenges of topic classification, which
is the focus of our work. The need for improved
approaches to Roman Urdu text processing
becomes clear when considering that Akhter et
al. [28] focused on identifying abusive language
in both Urdu and Roman Urdu but did not extend
the analysis to topic categorization. Similarly,
Mehmood et al. [29] proposed a discriminant
approach for feature spamming and played their
role in the analysis of sentiment for Roman Urdu;
however, their research work did not incorporate
topic classification.

Mehmood et al. [30] used a hybrid approach
for sentiment analysis of Roman Urdu through the
Xtreme multi-channel technique. However, their
work still had some shortcomings since it missed
the aspect of topic classification. Saeed et al. [31]
worked on the area of toxic comment classification
for Urdu and Roman Urdu by developing the
PURUTT corpus, which aimed at enhancing the
detection of toxic comments. However, their work
does not tackle the key issue of topic classification.

In conclusion, despite some progress
made in sentiment analysis and toxic comment
detection for Roman Urdu-Urdu, there is still a
gap in the application of such techniques to topic
classifications. Feature extraction techniques such
as TF-IDF and n-gram techniques have gained
considerable attention, however, issues such as non-
standard spelling, colloquial language use, and small
datasets still exist. Therefore, the proposed study
strengthens the Stochastic Gradient Descent (SGD)
by developing a more accurate topic classification
technique and a Roman Urdu stemmer.

2. MATERIALS AND METHODS

Roman Urdu stemming and a vast amount of
ML experiments form the basis of this study’s
methodology. Logistic Regression (LR) [9], Support
Vector Machine (SVM) [30], SGD, K-Nearest
Neighbors (KNN), Naive Bayes (NB) and Decision
Tree (DT) [32] were among the algorithms whose
performances we assessed. The establishment of a
method for Roman Urdu text topic classification
using SGD is a major accomplishment of this study.
Figure 1 is a conceptual illustration of our proposed
methodology. Our method incorporates the use
of the TF-IDF weighting scheme, but just before
inserting the data into the model, a lexical dictionary
is utilized to guide a critical stemming process. By
contemplating the various spellings and variations
in Roman Urdu, this dictionary contributes in
standardizing the text. The main purpose of this
step is to improve the feature selection process.

It starts with data cleaning, which deletes
irrelevant symbols and punctuation marks from
the text. Next, lexical normalization is conducted
by using a rule-based approach, followed by
stemming. Together, these form the preprocessing
stage of the work, which is really important to
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handle the irregularities present in Roman Urdu
text. A TF-IDF vectorizer was then applied for
feature extraction, while a number of ML models
were subsequently used for the classification.

2.1. Dataset

The Roman Urdu dataset' used in this research
has been collected from Kaggle, a well monitored
platform acknowledged for its rich dataset
repository and data science competitions. This
dataset is a very valuable collection of text data,
particularly in the Roman Urdu language, which
covers a wide range of topics and sentiments. The
corpus is collected from online forums and social
blogs, hence offering a rich and reliable repository
of real-world linguistic interactions and individual
opinions. It provides a very useful insight into
how people express their sentiments and opinions
in Roman Urdu about diverse topics. The dataset
consists of 4065 comments, hence, the data is
labeled with categories like politics (1398), sports
(1092), education (851), and religious (724). The
politics and sports categories are most represented,
followed by the education and religious comments,
as captured in Figure 2, thereby reflecting an
imbalanced yet diverse distribution in the corpus.
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2.2. Preprocessing

Preprocessing is important as it retains only the
significant words and removes the rid of rest. Filler
words like “punch lines,” “number characters”
and “stop words” were deleted. The data
preprocessing decreases computation time and size
of the data. Doing that in NLTK library (Python),
several operations are performed including
removing the unnecessary words and characters,
auto correcting and stemming.

2.2.1. Remove Stopping Words

Stop words are those common and repetitive words,
which do not appear as useful information for the
sentiment prediction. The idea of stop words was
first introduced by Luhn [33]. In this paper, we
perform a manual selection for these stop words.
We will use a curated set of Urdu stop words to
efficiently remove irrelevant words, reducing the
data processing step. Figure 3 shows the stop
words of Roman Urdu.

2.2.2. Data Auto Correction

For the unstructured Roman Urdu used in informal
comments over the web, people usually use incorrect
syntactical structures, hence the mining process is
complicated. Hence, someone might stretch out
characters of a word “bohtttttttttt khubbbbbb”
instead of the desired “boht khub” meaning “well
done” in response to this our system attempts to
resolve these ill formedness as by identifying the
correct syntactic composition of words in order to
facilitate better analysis [34].

Politics Sports Education Religious
Classes
Fig. 2. Roman Urdu Dataset.
stopwords=['ai', 'ayi', 'hy', 'hai', 'main', 'ki', 'tha', 'koi',

'ko', 'sy', 'woh', 'bhi', 'aur', 'wo', 'yeh', 'rha', 'hota', 'ho',
'ga', 'ka', 'le', 'lye', 'kr', 'kar', 'lye', 'liye', 'hotay',
'waisay', 'gya', 'gaya', 'kch', 'ab', 'thy', 'thay', 'houn', 'hain',
'han', 'to', 'is', 'hi', 'jo', 'kya', 'thi', 'se', 'pe', 'phr’,

'wala', 'waisay', 'us', 'nma', 'ny', 'hun', 'rha', 'raha’,

‘ja',

'rahay', 'abi', 'uski', 'ne', 'haan', 'acha', 'nai', 'sent',
'photo', 'you', ‘'kafi', ‘'gai', 'rhy', 'kuch', 'jata', ‘aye', 'ya',

'dono', 'hoa', 'aese’,

'de', 'wohi', 'jati', 'jb', 'krta', 'lg',

'rahi', 'hui', 'karna', 'krna', 'gi', 'hova', 'yehi', 'jana', 'jye',
‘chal', 'mil', 'tu', 'hum', 'par', 'hay', 'kis', 'sb', 'gy', 'dain’',

'krny', 'tou'l]
Fig. 3. Stop words in Roman Urdu.
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2.2.3. Normalization and Stemming

A rule-based approach named hashing with the
incorporation of lexical strategies for normalizing
the Roman Urdu text is utilized by researchers
of [35]. We have developed some guidelines to
overcome this issue. These guidelines attempt to
minimize the use of shared suffixes and infixes of
the Roman Urdu words. In Table 1, an indication of
the end of a string or suffix is shown by ‘$’ sign, the
start of any string by ‘A’ sign, and repetition of any
alphabet is ‘+’.

So, for example, words such as “khamian”
(flaws), ‘“achaaiyaan” (goodness), and “kitabain”
(books) become “khami”, “achai”, and “kitab”
respectively. One of the interesting things that can
be noticed here is that the suffix “an” is removed
when the letter “i” is observed before it. Also,
expressions such as “taqreebaat” (ceremonies),
“chakkay” (Sixes), and “haqooq” (rights) become
“taqreb”, “chakka”, and “haq” respectively.
Moreover, repeated letters are reduced to a single
representation, as noticed in the normalizations of
“ganooon” to “qanon” and “boohatt” to “bohat”.
Finally, after the application of these guidelines,
the normalized text is then standardized using a
human-annotated lexical dictionary.

The stemmer used in the data preprocessing
step is intended to reduce words to their root form.
Though there could be scenarios where the stem
does not match with the root, this is still effective
since related words tend to belong to the same stem
despite the root not being proper itself. There are
numerous stemmers for the English language or
any other language that is gifted with rich linguistic
resources. Examples of such stemmers include the
Porter stemmer [36] and the Snowball stemmer
[37]. The situation of stemming words for Roman
Urdu is far more complex as compared to other
languages.

Table 1 provides some examples of lexically
normalized words. It is clear that the words in Table
2 have the same sound or pronunciation but with
varying spellings. The stem word generation is
dependent on a mapping function that is precisely
given by f: N — S, where N denotes a finite set of
words against which we strive to link plausible stem
words that belong to set S. This function of mapping
is set to establish the correct stem word S for the

term N, boosting the efficiency of the stem word
generation. If the mapping function is unsuccessful
in identifying a stem word, then the root word is
used. So, for ensuring effective search for the stem
word, there is separate indexing of each word by
means of a hashing function. Therefore, by using
the map function, the entire document is exposed to
the stemming process to remove any possibilities of
inconsistencies or anomalies.

2.3. Model Training and Validation Phase

The data was divided into model’s training and
validation subsets as part of the dataset partitioning
process [38, 39]. In particular, 70% of the dataset
was reserved for model training, and the left over
30% was allocated for validation. Further insights
into this division are provided in Table 3, revealing
that 2845 comments were incorporated for model’s
training, and 1220 comments were employed for
validation purposes.

2.4. Pipeline

A pipeline combines various estimation procedures
into a single step, simplifying the ML process [38].
A pipeline involves the progressive implementation
of a set of transformers (data modeling), followed

Table 1. Rules for Lexical Normalization.

Sr. No. String Replacement
L. “ian” § P
2. “niat” $ “ni”
3. “ly+” ‘1
4. “ia” P
5. “ih” “eh”
6. “ay” ‘e’
7. “ie” § ‘y’
8. “eet” ‘e’
9. “es” ‘is’
10. “ar” r’

Table 2. Stemming of Roman Urdu.

Roman Words Stemming English

siasat, syasat, sayasat syast Politics
parhaye, parhaee, parhai prhai Study
kitabain, kitaabain, ketabain kitab Books
taqreebaat, tareebat, taqrebaat  taqreeb =~ Ceremony
achaiyaan, achaian, achaiyan achai Goodness
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Table 3. Training and Testing Sets Description.

Class Training Set Test Set Total
Politics 994 404 1398
Sports 748 344 1092
Education 596 255 851
Religious 507 217 724
Total 2845 1220 4065

by an estimator at the end (ML model) [39]. The
transformation stage includes the methods fit()
and transform(), while the estimator includes
fit() and predict(). Although an estimator always
implements fit(), it may not necessarily implement
predict(). Briefly, pipelines are designed with fit(),
transform(), and predict() capabilities, allowing the
entire pipeline to be fitted to the training data and
then applied consistently to the test data without
repeating each step manually. A pipeline is then
built to convert words into vectors, extract features,
and fit the model. In this work, function names such
as fit(), transform(), and predict() are written with
parentheses to indicate that they refer to callable
methods (the () denotes that these are functions that
can be executed with arguments), as commonly
defined in machine learning libraries.

2.5. Feature Extraction

The step of feature selection involves the utilization
of TF-IDF weighting scheme, a widely used method
in text classification [32, 34]. This scheme assigns
specific weights to individual vocabulary terms,
belonging to the set V. = {v, v,... v }, for each
document within the text corpus, in order to estimate
their importance [7]. These weights, denoted as W =
{w,, w,... w, }, aim to reflect the significance of each
vocabulary term. Nevertheless, the term frequency
(TF) approach’s shortcoming lies in its tendency to
give higher weights to frequently appearing terms,
which could lead to the neglect of crucial terms and
subsequent subpar feature selection. Through the
following characteristics, size of the feature can be
evaluated.

2.6. TF-IDF Vectorizer

Term Frequency Inverse Document Frequency (TF-
IDF) approach has broader utilization to transform
text into a numerical illustration for prediction after
training the ML models [8]. TF-IDF vectorizer
takes into account a word’s average prominence

in a document [32]. When dealing with the most
frequently used words, this is a great method. We
can penalize them by using it. TF-IDF vectorizer
applies a frequency-based weighting factor to
the word counts. Table 4 displays the example
of feature extraction using TF-IDF. Equation (1)
shows the formulation of TF — IDF value in a
particular document ‘d’ for a specific ‘t’ th term:

TF — IDF(t,d) = TF(t,d) x IDF(¢) (1)

The term frequency TF (t, d) is for ‘t’ th term in
document ‘d’. While Inverse Document Frequency
for ‘t’ th term throughout the corpus is represented
as IDF (t).

2.7. Classification Scheme

Our classification framework employs a diverse
set of ML algorithms to classify topics in Roman
Urdu text. These algorithms include Multinomial
Logistic Regression (MLR), SVM, Naive Bayes,
LR, Decision Tree, and our proposed approach
based on SGD to explore the classification schemes
that most suit the requirements of Roman Urdu
text. The framework we have devised for topic
classification is rooted in the utilization of the
SGD algorithm [40]. This approach is used for the
effective classification of topics in multi-class text
reviews. The best algorithm emerged here is SGD,
which showed the highest accuracy in categorizing
Roman Urdu text. SGD is also an iterative
optimization algorithm that plays a key role in the
training of ML models [41].

It plays a very contributive role in text
classification for Roman Urdu text in our research.
The algorithm updates model parameters in an

Table 4. Feature Extraction by using TF-IDF.

Sr. No. Words TF-IDF
1. talem 0.53109389
2. games 0.57735026
3. cricket 1.69314718
4, hamesha 0.29207003
5. reham 0.41802398
6. khelta 0.70710678
7. hifazat 0.26017797
8. insan 0.24783099
9. afsos 0.28194161
10. tawajo 0.33762465
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iterative manner, where it considers sometimes
a single training example or a small batch every
time. Inherent with this stochastic nature, it
introduces randomness into the process, allowing
the algorithm to avoid local minima and enabling
quick convergence, especially in the case of large
datasets.

This can be given, mathematically, by an update
rule for SGD as:

Ors1= 0: — V[ (O x5 y1) 2

Here 0, represents the model’s parameter vector
at iteration t. V f (0; x;; y,) denotes the gradient of
the loss function, f with respect to 0, evaluated on
training example (x,, y,). While n, a hyperparameter,
is the learning rate and decides the step size in
the updates of the parameters. In this scenario,
x, shows input feature vector and y, displays its
respective target label for i-th data point used in the
computation of the gradient of the loss function.

We implemented an SGD model based on
a well-organized pipeline approach. This was
composed of two significant parts: the TF-IDF
vectorizer and the SGD classifier. The TF-IDF
vectorizer played an important role in converting
the text data into a numerical representation by
assigning words with numeric values according to
their weights in TF-IDF. These weights determine
the importance of words within the text corpus. The
processed data would then serve as an input to the
SGD classifier, which utilizes the SGD optimization
technique in training a linear classifier for binary
classification problems. The “hinge” choice of loss
function played an instrumental role in informing
the optimization process, while the “I12” penalty
contributed toward regularization. The parameter
“max_iter” controlled the maximum number of
iterations that should result from the optimization
process. Through these components and by
combining them in a pipeline configuration, we
have successfully engineered a robust and flexible
SGD model that can be applied to text classification
tasks.

3. RESULTS AND DISCUSSION

The main results of our work demonstrate the
efficiency of the proposed methodology for Roman
Urdu topic classification. Our model, enhanced

through the integration of SGD and a custom Roman
Urdustemmer, outperforms well-established models
like LR, SVM, NB, DT, and kNN with regularity,
which is also supported by prior works that state
that quality preprocessing has a great effect on the
classification result in low-resource languages [7,
10]. An achieved accuracy of 95 percent reflected
the importance of efficient cleaning and TF-IDF
transformation, such a relation is also supported
through previous studies on Roman Urdu text
processing [32]. A number of factors create this
improvement. First of all, Roman Urdu-specific
stemming rules and customized normalization
reduce spelling inconsistencies and noise, thereby
mitigating known limitations in previously reported
Roman Urdu classification works [10, 42]. Second,
TF-IDF is able to provide a sparse feature space that
is efficiently handled by the linear SGD classifier,
which further supports the previously found
observations regarding the efficiency of linear
models for short and informal text [7]. Overall,
our results confirm that combining language aware
preprocessing with an optimized linear classifier
leads to more accurate topic categorization and
offers strong potential for broader Roman Urdu text
classification applications [32].

3.1. Evaluation Metrics

The efficiency of the classifier’s is then assessed
by using recall, F1-score and precision. Confusion
Matrix of our proposed model is also displayed to
illustrate the model’s functionality.

3.1.1. Accuracy

From the perspective of examining classification
models, accuracy is a fundamental metric. The
magnitude of successful predictions of a model
is an elementary description of its accuracy.
Mathematically, we can formulate it as:

No. of correct predictions

Accuracy = 3)

Total no. of predictions

In the context of binary classification, accuracy is
simplified in terms of negatives and positives as:

TN + TP
TP + TN + FP + FN

3.1.2. Precision and Recall

“)

Accuracy =

In the context of information extraction, precision
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and recall are most commonly applied. The record
numbers that have been reclaimed are considered
precision, whereas the total record numbers
that have been recovered are termed as recall.
Meanwhile Precision and recall are inversely
related, this highlights the impact of having a
reliable classification system to offer context for
their variances.

Mathematical interpretation of both terms in
classification task is given as:
True Positive

Precision = 5
False Positive + True Positive (3)

Recall — True Positive
€€ = False Negative + True Negative (6)

3.1.3. F1-Score

F-measurement, F-score or F1 are similar calculation
of'the check. The percentage of correctly recognized
positive outcomes is a common way to measure
precision p, which are divided by percentage of all
samples classified as positive, while recall r is the
percentage of correctly identified positive results,
which are divided by percentage of all examples
categorized as positive.
2 X Precison X Recall

_ = 7
F1 — Score Precison + Recall @

3.1.4. Confusion Matrix

Error matrix is another name for confusion matrix,
in ML and classification. It is a table that clearly
shows where a model makes mistakes. It helps
illustrate model’s effectiveness or efficiency by
comparing its predictions with the original results.
The main goal is to analyze the classifier’s efficiency.
By depicting both predicted and actual values, the
confusion matrix offers a visual representation of
disparities. This evaluation draws on insights from
the confusion matrix, illustrated in Figure 4. Which
encompasses metrics for topic classification.
Correct predictions are positioned along the
diagonal for visualization with the proper labelling
of Politics, Sports, Education and Religious classes.

3.2. Topic Classification
In the context of the experimental study, various ML

techniques of classification were used for the task. In
order to ensure an unbiased comparison, replication

of the earlier proposed solutions was carried out
for measurement of the efficiency and validity of
the ML models. Table 5 shows the experimental
results of various solutions of classification with
regard to Roman Urdu topic classification tasks.
These experimental results clearly show that the
proposed solution of SGD with enhancement
of the stemmed solution outperformed all other
solutions with its enhanced performance capability.
In addition, various other solutions using ML also
found effective solutions. It is pertinent to note
that solutions by LR and by SVM found solutions
equivalent to that of our proposed solution for
better understanding with various metrics like
recall, precision, F1, and accuracy.

Apparently, the class-wise accuracy of analysis
models, as shown in Figure 4, clearly reveals that
religious class shows better advancement in terms
of each recall, Fl-measure, precision, and total
accuracy. At the same time, there was a slight drop in
precision and recall for politics and support classes.
Though Table 5 shows the efficiency of our models
relative to other models. When comparing, there
was a relative low accuracy of 61% by the SVM
model developed by Mehmood et al. [30] relative to
our fine-tuned models. Notably, even the proposed
models by us showed better efficiency relative to
the deep learning models Recurrent Convolutional
Neural Network (RCNN) with an accuracy of 63%.
Moreover, the KNN models [32] showed better
efficiency relative to precision with a precision of
(70%), though relative to recall, it is ineffective

Education

Politics

True

Religious

Sports

Education Politics

Religious
Predicted

Sports

Fig. 4. Confusion Matrix of proposed model (SGD) for
Topic Classification of Roman Urdu.
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Table 5. Comparative evaluation metrics for proposed and existing models.

Model Precision Recall F1-Score Accuracy
LR 0.94 0.94 0.94 0.94
SVM 0.94 0.93 0.94 0.94
Naive Bayes 0.90 0.84 0.86 0.86
Decision Tree 0.83 0.83 0.83 0.84
KNN 0.87 0.86 0.87 0.87
SVM [30] 0.59 0.58 0.58 0.61
KNN [32] 0.70 0.37 0.48 0.47
LSTM [42] 0.65 0.64 0.65 0.66
Random Forest [43] 0.63 0.61 0.62 0.59
RCNN [44] 0.64 0.62 0.63 0.63
Proposed SGD 0.95 0.94 0.94 0.95

with low recall that caused the lowest accuracy of
47%. At the same time, the Random Forest models’
approach [42] showed relative efficiency relative to
NB models, though it gained an accuracy of below
60%, which is unsatisfactory. Additionally, Naive
Bayes showed relative efficiency with achieved
accuracy of 62%, though it failed to achieve better
efficiency relative to the SGD models [43]. At the
same time, the efficiency of DT models showed
moderate result with the precision of 59%, recall
of 57%, and F1-measure of 0.58. Finally, LR and
SVM models showed relative efficiency relative to
ours with impressive accuracy of 94%. This shows
that it is effective relative to regression models as
well as classifications.

Figure 5 summarizes the detailed analysis of
various models of ML for sentiment classification.
This graph is more of a representation of the
efficiency of the model in terms of Precision,
Recall, F1 Score, and Accuracy of six models: LR,
SVM, NB, DT, k-NN, and proposed model. This

80
60
40
20

[}

LR svm Naive Bayes Decision Proposed
Tree Model

Models

Scores

Fig. 5. Comparison of models’ performances for Roman
Urdu text classification.

graph aptly expresses the measures of the models
using four bars for each of the models, representing
each of the mentioned factors. It is worthy to
note that the proposed model gets the maximum
number of counts via these factors, highlighting the
effectiveness of the proposed model for sentiment
analysis.

4. CONCLUSIONS

In this work, we discussed topic classification for
Roman Urdu text with several ML algorithms,
including MLR, SVM, NB, Random Forest, DT,
and our proposed SGD model supplemented with
a Roman Urdu Stemmer. Our approach included
extensive data preprocessing and feature extraction
so that an optimal classification pipeline was
achieved. Among all of the tried models, the SGD
model performed best, achieving the maximum
accuracy value of 95%. That means the proposed
parameter optimization method in the SGD model
showed better performance improvement in
topic classification for Roman Urdu text. Though
promising, we note some limitations of the current
study, namely, the adoption of a single train/test
split without any evaluation by other measures such
as cross-validation that more completely showcases
the generalization of the model. Furthermore, further
works are needed to address the issues of class
imbalance and the application of more advanced
methods, such as cross-validation, which could
make the results more robust. This study provides
validation significant for Roman Urdu topic
classification. This could be used in social media
monitoring, content categorization, and public
discourse studies. Future work will concentrate on
refining the SGD model, expanding the dataset, and
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integrating additional linguistic features to enhance
classification performance further.
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